On the rate of convergence to bivariate stable laws

VYGANTAS PAULAUSKAS

Vilnius University, Department of Mathematics and Informatics
and

Institute of Mathematics and Informatics, Vilnius

Abstract

In the paper a distribution function of a sum of independent non-identically distributed
bivariate random vectors is approximated by distribution function of a stable vector and the
accuracy of such approximation is estimated. The obtained general result is only a little bit
worse when compared with known estimates for the case of multivariate independent and
identically distributed random vectors or univariate non-identically distributed summands.
Also the obtained result is applied for a specific scheme arising when considering the so-called

Increment-Ratio Statistics.
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1 Introduction and formulation of results

The problem of the rates of convergence in limit theorems for sums of random variables (or
random elements with values in more general spaces) can be formulated as follows. Let F),
stand for a distribution function (d.f.) of some sum of the first n random variables and we
choose another sequence of distribution functions (d.fs.) H, (normal, stable or more general
infinitely divisible laws), serving as approximating sequence for Fj,. In the case where F,,, as n
tends to infinity, weakly converges to some limit law, let us say, H, then we usually set H, = H

for all n. Various quantities, such as

sup(1+ o)\ F (o) — Ho@)l, sup | [ f@)d(Fy— Ho)(a).
z ez Jr

where .% is some class of functions, can be used for estimating how good approximation is.
Theory of summation of independent real random variables includes limit theorems and their
refinements - rates of convergence, asymptotic expansions, large deviations, local limit theorems
(by local limit theorems we mean limit theorems for densities of F,). One can say that this
theory is almost completed, for most questions final answers are known, the list of monographs,
starting with classical books [13], [14], [27] is rather impressive. Many results are generalized
under assumption of some kind of dependence of summands, such as Markov type dependence,
martingales, weak dependence, etc.

The situation is different for multi-dimensional or infinite-dimensional random elements.
There are only few monographs [9], [31], [24] , [32] devoted to the rate of convergence in the
Central Limit Theorem (CLT) for independent random vectors. If the case of Gaussian approx-
imation is investigated comparatively well (rates of convergence and asymptotic expansions are
available, see, for example, [24], the survey paper [5] or the recent paper [4]), the case of ap-
proximation with stable laws is far from being investigated. But before giving review of known
results in this area we shall formulate our result, then we shall be able to compare our result
with the results obtained earlier.

Since in the paper a specific method of the proof is used (see Lemma 2.1 and discussion after
it), in what follows we consider only two-dimensional case. For x = (x1,x2) and y = (y1,¥y2)

denote
(x,y) = 21y1 + 2292, ||2]l; = |z1|" + |z2]", v > 1, [|z]| = [[zll2, [|2]|oc = max(|z1],]22]),

Vi={zeR:|lz|| =1}
Let us denote by 6 = (01, 62) a two-dimensional stable random vector with a characteristic
function (ch.f.)

9(t) = gt A1) = exp { = X*( | |(t.0)|°T(da) + iBar (D)) },

Vi



where t € R2, 0 < a < 2, A > 0 is a scale parameter and I is a normalized (that is, I'(V}) =
1) spectral measure, defined on V; (the assumption that spectral measure is normalized and

concentrated on V; is made for convenience, see [30]). Function 3, r(t) is defined as follows:

tan(ma/2) fVl |(t,z)|* (¢, 2)T(dz), if 0<a<2a#l,

ﬂa, (t) =
U e )6 )T (), a1

In [23] this function was called asymmetry function since if 3,1 (s,t) = 0 then the random
vector 6 is symmetric. In [30] or [23] one can find more facts about multivariate stable laws.
Let G(z;a, A\, T) denote the d.f. of 6.

We consider a sequence of two-dimensional independent random vectors &; = (§1,&;,2), j >

1 with d.fs. Fj and characteristic functions (ch.fs.)

fi) = Eexpli(t, )}, t= (L, t2).

Let 0; = (0;,1,0;2), j > 1 be a sequence of independent stable random vectors. Let g;(t) =
g(t;a, A, 1), and Gj(x) = G(x; o, Aj,I'j) be a ch.f. and a d.f., respectively, of §;. Here 0 < o <

2, A; > 0 and I'; is a normalized spectral measure. For non-negative integers 4, j, k we set

Mg = / 2ia§(F; — Gj)(dx),
R2

Vip = / L2l I(F; — G)l(dz), ) = / " |(F5 — G)|(de), i = 1,2
R2 R2

Let us denote
n 1/N n n
By(k) = (ZA;) . Bu=Bu(a) Sa=B,'"Y ¢, Z,=B;'> 0
k=1 k=1 k=1

and let F,, and G, be the d.fs. of S, and Z,, respectively. The main goal of the paper is to

estimate the quantity

A, = sup |F,(z) — Gp()).
z€R?

Since later on the numbers « and r will be fixed, therefore sometimes we shall skip these

numbers, for example, we shall write Gr(¢) instead of (. r(t). Also we assume that pseudomo-

ments 1/3(12 are finite for all 7 > 1 and 7 = 1,2. Main quantity by which we want to estimate A,

is the following ” Lyapunov fraction”

Lyn=Lo(r) =LY + LY, LY =100 =5,"Y v i=1.2
j=1

Here it is worth to note that due to equivalence of norms in finite-dimensional space v;, is
: ORI E))
equivalent to v, + v

c1,c2). As we are not interested in numerical values of constants appearing in our estimates

(here a is equivalent to b means that cja < b < coa with some constants



we shall use the same letter L,, for the quantity B,," Z?:l v . From one-dimensional case we
know (see for example [19]) that it is impossible to estimate A,, by L, therefore we introduce

additional quantities

_ B, (Kk)\*
=Bt e )= (S5 E)

where x > 0. Note that 7,(k) < 1 for kK > a, 7,(a) = 1 and 7,(k) > 1 for K < a. Also we

need some quantity which reflects the dependence between coordinates of the vector Z,. Let us

denote N
pn = in£1 B “ Z A% ve(w),
[[ull= —1
where
vi(u) = vi(w; a) == lurz1 + ugwo|“Tj(dx), w= (u1,u2).
%1

In the proof there will be used the moments

//’$1|ﬁl|x2|ﬁ2Fj(de1,d$2),

which are finite for all non-negative 3;, ¢ = 1,2, such that 51 + f2 < «. These moments
depend not only on §;, ¢ = 1,2, but also on \;, therefore we shall use the so-called standardized
distribution function Fj corresponding to random vector )\;15 ;. Also we assume that there exist
constant C' = C'(k), such that

sup //|x151|x2]ﬁ2ﬁj(dm) <C. (1.1)

j>1,81+82<k

Let us denote
Ap(k) = LU0/ pr40) /1) - Dy () = p-THR)/0r (1), k> 0.

We shall make one remark about notation of constants which will be used in the paper.
Generally constants, dependent on fixed parameters, such as «, 7, will be denoted by letter c,
so they can be different in different places. If we want to display some constants (this is done
mainly to help a reader to follow estimates, some of which are rather complicated, moreover,
some calculations are omitted), these constants will be numbered as ¢y, ca,.... With a special
notation we separate three constants - C,C, and Cy. C was just introduced, it is specially
denoted for the reason that it is important constant with complicated dependence on parameters
of summands. C will be used in all our final estimates of the accuracy of approximation (in
the main theorem and its corollaries and Proposition 1.1), thus in different statements it can
be different. Cy will be used two times to define an appropriate value of T, which appears in
Lemma 2.1 (see (2.1)).

Now we formulate the main result.



Theorem 1.1 Let ey > 0, €92 > 0 be some small fized numbers. Suppose that for any 0 < k < «
(1.1) holds and the following condition is satisfied: for some integer m, [a] < m <1+ [a], for

some real r, max(a,m) < r <min(l +m, 1+ «), and, for all j =1,2,...,n,
Wik; =0, 0<i,k<m i+k<m, v <o0

Then there exists a constant C depending on €1, €2, «, T, such, that

A,, < C'max {anin*Dn(/{), min*An(/ﬁ)Dn(n)}. (1.2)

Here and in the sequel
min* := min
e1<kr<a(l—e2)
Changing a little bit the last step in the proof of the main theorem we can get less precise

but more transparent estimates.

Corollary 1.1 Under conditions of Theorem 1.1 the following estimates hold
A, < C’min*{ max (Ln, An(/i))Dn(m)} (1.3)

A,, < C max (Ln,An(mg))Dn(no), (1.4)

where kg = argmin Dy, (k) and minimum is taken over interval e1 < k < a(l — e29).

We can derive several corollaries from the obtained result. Let us consider sums of independent
and identically distributed (i.i.d.) random vectors with weights. Namely, let (; = (G1, Gi2), @ > 1
be a sequence of i.i.d. random vectors with a common d.f. F(z) and let ¢; = ((i1,Gi2), i > 1
be another sequence of i.i.d. stable random vectors with a common d.f. G(z) and with ch.f.
g(t; a, 1,T") with some normalized spectral measure I'. Pseudomoments between d.fs. F' and G

will be denoted by the same letters only without index j:

i = / riah(F — G)(dz),
RZ

14«:/ 2| "[(F = &) [(dx), ,,gi):/ |zi|"[(F = G)[(dz), i = 1,2.
R2 R?

Let A;, i > 1 be a sequence of positive weights and §; = \;(;, 0; = )\jEj. Adopting such notation
for the weighted random vectors we can use the same notation which was introduced before the
formulation of the main result, only, in order to distinguish this case, upper subscript (1) is
added: Fj(l), Gg-l), Fél), C:’q(@l), AS). For example,

FY (@) = FeA;"), A = sup [F{D (@) - GD(@),

Vi n
reR?



etc. It is necessary to note that now for all j > 1, G(z) = G(z;a, A;,T') have the same spectral
(1)

measure I', therefore the parameter p;,’ is independent of n

[lull=1

pg) =p= inf / |U1$1 + u2m2|“1“(d:n).
Vi

Now Lg) = 7p(7)vr, and it is easy to see that the rate of convergence in this case is expressed

by means of 7, and 7, (k) with a particular value of k. Namely, denoting
1-k)/(r+1) (r+r)/(r —(r+k)/a
AD () = (7)) IR0 DO (k) = om0 (1),
we have the following result.

Corollary 1.2 Let €1 > 0, g9 > 0 be some small fized numbers. Suppose that for introduced
i.i.d. random vectors the following condition is satisfied: for some integer m, [a] < m < 1+ [a]

and some real r, max(c,m) < r < min(l +m,1+ «a),
Wirin =0, 0<iy,i9 <m, 11 +i2 <m, v <oo.
Then the following estimates hold
AL < Cmin* { max (ra(r)r, AL () DD () |
A < Cmax (ra(r)vr, AP (r0)) DY (o),
where kg = arg min Dgl)(m) and minimum is taken over interval e1 < k < a1l — g3).

In the case of i.i.d. random vectors &; (taking weights A; = 1 in Corollary 1.2) for all notation

we shall add the upper subscript (2), for example,

F (@) = Fla), AR = sup |FD (@) - G ()]
TE

etc. From Corollary 1.2 we have the following result.

Corollary 1.3 If the conditions of Corollary 1.2 are satisfied, €1 = €2 = €, and \; = 1, then

for any small fized € > 0 there exists a constant C' depending on €, «, r, such, that

{ min® p (r+n)/o¢n1—(n/a)’min*p—(r+n)/aVﬁl—n)/(l—i—r)nw(r,a,m)}’
A( < C« —(r— a)/ap—(r+a(1 €))/a max {Vm l/%—oz(l—a)/(l-i—r)n')q(r,a,a)}’ (15)
where
24 a)(r+ k) —2a(l+r l+a—7r)(r+a(l —¢
- @A ED =20 (e )rra(l=e)

a(l+r) ’ a(l+r)



Before presenting one application of the obtained result at first we give a review of some
known results, then we shall compare our estimates with them. We shall consider only the rates of
convergence in the so-called uniform metrics (that is, supremum of the difference of distributions
over some classes of sets, in particular, supremum of the difference of d.fs.), leaving aside the
rates of convergence in other metrics (for review of such results we can recommend [34] or [28]),
since generally it is difficult to obtain estimates of the right order for uniform metrics using
estimates for other types of metrics, moreover, most estimates in terms of probability metrics
are formulated in the case of i.i.d. summands (see [28]). We start our review with the univariate
case.

It is well-known that pseudomoments (of various types) play an important role in the esti-
mation of the rates of convergence to stable laws. For the first time pseudomoments were used in
H. Bergstrom papers , see [7] and [8], but the systematic use of pseudomoment was initiated by
V.M.Zolotarev. Together with his students he laid the foundations of the theory of summation
of independent random variables without the so-called classical condition of uniform negligibility
of summands, see monograph [34]. We formulate one very general result of Zolotarev (see [33]

or Th 6.5.1 in [34]). Suppose we have two sums of independent random variables
U= G, Vu=> 7,
i=1 i=1
with d.fs. K,(z) and H,(z), respectively. Let K;(z) = P(¢; < 2) and H;(x) = P(r; < x). If

/ P(K; — Hy)(dz) =0, vy(r) = / 2l (K — Hy)l(da) < o,
R R

forallj=1,...,n, i=1,...,m, and some m < r < m+ 1, then
o st = 1 1
sup| Ko () — Ha(x)] < C(m,r) (D7 () /™, (1.6)
T .
J=1

where D = sup, H/,(z). In the classical situation of the CLT, when a random variable & has
zero mean, a variance o2 and finite the third moment 3; := E|&|, i > 1. Taking m = 2,r =
3,H; = ®; - mean zero normal d.f. with variance 0]2, lEIn(x) = ® - standard normal d.f., from
(1.6) we get
1/4
. " vi(3
sup | Fy(z) — ®(z)| < C 2=1%(3) , (1.7)
x B3
where B2 = > i 0]2-. Although v;(3) < ¢}, due to the presence of exponent 1/4 (therefore in
the case of i.i.d. summands (1.7) instead of correct order n~'/2 gives only n~1/8) from (1.6) we
can not derive the classical Berry-Esseen estimate
Z?:l B;

Slip |, () — ®(z)| < CT. (1.8)



On the other hand, (1.7) can be better than (1.8) if summands &; are close to a normal distri-
bution - take extreme case K; = ®; for all j, then in (1.7) on both sides of the inequality there
are zeros, while (1.8) does not reflect the closeness of the summands to the normal law. In the
case of i.i.d. summands (o; = 1, v;(3) = v(3)) the improvement of both estimates (1.7) and
(1.8) was obtained by author in [16]:

max(v(3),v(3)1/4)
nl/2 :

sup | Fu(x) — ()] < C (1.9)
T

Several years later generalizations of (1.9)to the case of non-identically distributed summands
were obtained, see [15] (the Gaussian case) and [18], [19], [22] ( the case of a stable limiting law).
Since these estimates have rather complicated form and for the formulation a lot of new notation
must be introduced, we do not provide them here; one of these estimates, the most simple, is
formulated bellow (see (3.1)). For complete review of estimates of the rate of convergence to
univariate stable laws we can recommend [10].

Now we pass to the multivariate case and we restrict ourselves with the case of i.i.d. sum-
mands, since it seems that in the case of non-identically distributed summands with infinite
moments of the second order the available estimates for uniform distances have not the right
order (see, for example, [20], where the estimate (1.6) was generalized to Hilbert space). The
first estimates of A, (only now F,(z) is a d.f. of a sum of i.i.d. multivariate summands and
supremum is taken over R¥) were obtained in [1], [2], [3], but all they were obtained for very
special case where ch.f. of the limit stable law is exp(—||t||*), moreover, the order of the esti-
mates with respect to number of summands n was not always the right one. For example, in [1]

in the case r = 1+ [a] and d = 2 the following rate of convergence was claimed:

r—o

Ap <Cn™ e, (1.10)

If 1 < o < 2 then r =2 and (1.10) is worse than the right order —(r — a)/a but if 0 < a < 1
then » = 1 and (1.10) is optimal (and better than our estimate (1.5)). It turns out that such
result is obtained claiming (essentially without a proof, only using analogy to the Gaussian case,
which is clearly misleading) that estimate (2.3) is valid with kK = a.

In [21] (see also [17]) a general result was presented, stating what quantities and character-
istics must be estimated in order to get the right order n~("—)/a (if pseudomoment of the order
r, o < r < 1+« is finite) of the rate of convergence in the multidimensional case. In this paper
in some specific cases these quantities were estimated, but completely this problem was solved
only in 2000, in a paper [6](there one can find other references of papers related to the problem).
In this paper the general d-dimensional case and supremum over all Borel sets are considered

and the estimate in the case of r = 1+ a and d = 2 with respect to n and p is of the order

A, < Cnfl/apf(lJrQa)(lJra)/a’ (111)

where constant C' depends on « and some characteristics of one summand.



Now we can compare indirectly our main result from Theorem 1.1 with known results (the
word "indirectly” is used for the reason, that we compare two-dimensional result for non-
identically distributed summands with the results in the two-variate i.i.d. case or in the uni-
variate case). At first let us compare (1.11) with (1.5) which with respect to n and p has the

order
ne1/a y=(+20—ca)/a (1.12)

Since ¢ is a small parameter, it is not difficult to see that for small p (comparable with n=" for
some v > 0) the quantity (1.12) may be smaller than (1.11). Of course, comparison of estimate
(1.5) with the estimate (1.11) from [6] is not completely correct, since in this paper the remainder
term was estimated for all convex sets in R?, while our estimates are for rectangles only. From
Gaussian case we know that dependence of the remainder term on the quantities characterizing
degeneracy of distributions is worse for class of convex sets (comparing with rectangles). The
same effect should be expected in the case of stable laws, too. Still, this comparison allows to
think that in the case of non-identically distributed summands the characteristic p,, is the right
one and the power —(r + k)/a with some s from interval [e1,a(1 — e2)] is quite good. Also
there is one interesting question. In [23] the author had introduced some measure of dependence
between coordinates of multivariate symmetric stable random vector, it was called a generalized
association parameter; recently this parameter was considered in [12]. It would be interesting
to see what is the relation between p and g.a.p. and if the latter could be used in the estimates
of the rate of convergence.

Comparison of Theorem 1.1 with results in the case of univariate summands is not easy, since,
as it was mentioned, estimates obtained in [18], [19], [22] are rather complicated and no one of
them dominates others. Since we adapted the method of the proof from [18], for a comparison
we shall take the estimate (3.1)). Comparing (3.1) with (1.2) or with (1.4) we see appearance
of quantity p,, which is natural (reflects dependence between coordinates), and 7, (), which is
caused by the method of the proof - we must use Lemma 2.3 to get product |t1t2|" with positive
k. Also this use of Lemma 2.3 makes change in powers at L, and n,: if in (3.1) these powers
were 1/(147r) and r/(147) (their sum is 1), now these exponents in (1.2) are shifted by x/(1+7)
but their sum remains 1. This comparison allows to assert that in the two-dimensional case we
loose accuracy only a little bit comparing with univariate case. It is possible to conjecture that

under the conditions of Theorem 1.1 for some b > r/« the following estimate is true
A < cmax(Ly, Ly D 04D) o0

On the other hand, the appearance of characteristic 7,,(k) is not so surprising, since in [19] the
author obtained the estimate of another type (most probably, more precise), expressed by means
of some broken lines, constructed by the values of A1,..., A,. As a corollary from this general
result there was obtained an estimate (3.1) only with 7,,(r) instead of 7,. It is not difficult to

see that in some cases 7,(r) is smaller, in other cases it is better to use 7, (see [19]). It should



be interesting to combine method of the proof from [19]) and lemma 2.1 in the two-dimensional
case.

Now we present one application of the obtained result. The problem which originates from
the so-called Increment-Ratio Statistics (IRS) was posed by D. Surgailis, and essentially this
problem was the main motivation to write the paper. It can be formulated as follows. Let
i, © € Z, be a sequence of i.i.d. random variables with common d.f. F and ch.f. f and let
¥, 1 € Z be another sequence of i.i.d. stable random variables with common d.f. G = G, and
ch.f.

g(t) =g(t,a,p) = exp{ — [¢]%(1 — iBsign ttan(ﬂa/Q))}, Bl <1, teR,

for 0 < @« <2, o # 1, and for « = 1 we assume that § = 0 (to avoid technical complications
with centering). We assume that ¢; belongs to the normal domain of attraction of ¢ and that
Ep; =0if a > 1. Also assume that the following conditions on pseudomoments are satisfied:

for m, r defined in Theorem 1.1

i ::/Ra;i(F—G)(dx):o, 0<i<m, ﬁT:/1%|m]r|(F—G)|(da:)<oo. (1.13)

Let
o n
Xt:Za’jgpt—ja T’I’L:ZXt7
7=0 t=1

be a linear process generated by the sequence ¢;, ¢ € Z and a sum of the first n values of this

process, respectively. Corresponding stable linear process and its sums are defined as follows:

o0 n
Y=Y g, Un=) Y
§=0 t=1

Optimal rates of approximation of a distribution of T, by a distribution of U,, under appropriate
conditions on coefficients a; were obtained in [26] (here it is possible to note that in [26] result
from [19], not from [18], as in this paper (see (3.1)) was used). In IRS problem one is interested
in quality of approximation of distribution of two-dimensional random vector (7, T, — T},) by
distribution of the corresponding stable vector (U, Us, — Uy, ). Since the sums under consider-
ation are formed by stationary dependent random variables, as the first step we ”translate” the
problem to the case of independent summands. It is not difficult to see that using our previous
notations we need to deal with the following random vectors

an:B;:lija Z2n:B;129j7

j<2n j<2n

where 37, = Z?i_oo, and

& = (bn,ipis E2n,i<,0¢), for 1 <mn,
i (0, ‘bonipi), for n<i<2n,

10



0. — (bn,iwiv BQH,iwi), for ¢ <n,
Tl €0, bonaty), for n<i<2n,
n B 2n ~ 1k ) )
bnﬂ' - Z at_i7 bQTL,i = Z At—i, Bn(K’) = (Z ’bn,i|ﬂ) 9 Bn = Bn(a)
t=1V1 t=(n+1)Vi j<n

Unfortunately, any of corollaries formulated above can not be applied directly, although sum
San, looks like a sum of i.i.d. random vectors with weights as in Corollary 1.2 (the difference
consisting in infinite summation is not essential, we can truncate and then pass to the limit,
see [26]). But if in Corollary 1.2 we multiply random vectors with scalar weights, now we have
degenerate vectors (¢;, ¢;) and we multiply each coordinate by separate weights. Therefore, each
vector &; is degenerate on (different) lines, only their sum is not degenerate. It was possible to
have coordinate normalizing both in Theorem 1.1 and in Corollary 1.2, but since the estimates
even with the scalar normalizing have rather complicated structure, we did not want to make
these estimates more complicated. Moreover, due to specific structure of coefficients by, ;, b2y

and easily verified equality

I~72n,i = bn,i—ny (114)
we have
B = |bnil® = Ibanl®,
i<n 1<2n

therefore both coordinates of Sy, are normalized by the same quantity. This is not unexpected,
since both coordinates of the vector (1), Ts, —T)) contain sum of n stationary random variables.

We formulate our result as a proposition. Denote (this time we supply the upper subscript (3))

Bn(l-ﬂ) K max;<n ’bn Z|
3) () — (Bn (3) _ maXi<n b,
W= (Tgy) b,
L) =73 (), pd) = H(ir|1|f ) B, Z u1bn i + u2bon |,
ull= i<n
Agﬁ)(’i) _ (Lgl?)))(l—n)/(r—l—l)(77%3))(7“4-/{)/(7"—1—1)’ Dﬁbg)(lﬁ) _ (pg))—(r—&—n)/aﬂ(ﬁ)(n).

Let us denote

A = sup |F)(x) — G5 (),
rER?

where Fg(i) and G;?;L stand for d.fs. of So,, and Zs,, respectively.

Proposition 1.1 Let €1 > 0, €2 > 0 be some small fized numbers. Suppose that condition
(1.13) is satisfied, then the following estimates hold

AB) < C_'min*{ max (L,(@S), Aq(f’)(ﬁ;))DﬁLg)(ﬁ)} (1.15)
A® < Cmax (LY, AP (ko)) DY) (#0), (1.16)

(3)

where ko = argmin Dy, (k) and minimum is taken over interval €1 < k < a1 — €3).

11



In the section of proofs we will show what steps in the proof of Theorem 1.1 must be checked
or changed in order to prove this proposition.

Further analysis of accuracy of estimates (1.15) or (1.16) depends on assumptions on co-
efficients (a;, ¢ > 0), which , in turn, define the so-called notions of short, long and negative
memory of a linear process Xy, see, for example, [26]. The behavior of the function B, (k), which
is the main characteristic defining the accuracy of approximation, under different assumptions
on (a;, i > 0) were investigated in [26]. The quantity 7, is rather simple one and easy to ana-
lyze. The quantity p, is a specific for the bivariate case. How to get the bound from bellow for
Pn 18 not evident. On the other hand, from the case of i.i.d. summands with a limit Gaussian
law it is known that it is impossible to get optimal with respect to n estimate of the remainder
term without presence of quantity, reflecting dependence structure between coordinates of sum-
mands. Therefore some quantity, like p,, or some other, should be present in the estimate of the

approximation of Sa,,.

2 Auxiliary lemmas

It is well-known the important role that Esseen lemma plays in the problem of the rate of
convergence in limit theorems in one-dimensional setting. It allows one to transfer the analysis
of d.fs. to analysis of their Fourier transforms. Unfortunately, generalization of Esseen lemma to
multivariate case is not so simple. In 1966 there was a paper of S.M. Sadikova [29] where some
analog of Esseen lemma in R? was proved and by means of this result the rate of convergence in
the CLT in the case of i.i.d. bivariate random vectors was proved. In [25] the convergence rate
was obtained for non-identically distributed summands.

Let X = (X1,X2), Y = (¥1,Y2) be two random vectors with d.fs. F' and G, and ch.fs. f

and g, respectively. Denote

F(t) = £ = F((t1,00) F((0,12)), = (tr,12)
A1=SupM AQZSUPM

b M
1,T2 ar1 T1,T2 8-T2

Lemma 2.1 (/29]) There exists an absolute constant K such that for all T >0

sup |F(x1,x2) — G(x1,x2)| < K / /

1,22

dt
t1t2 ‘ +

A1+ A
sup | F(z1,00) — G(x1,00)| + sup |F (00, x2) — G(00, x2)| + g)

2.1
u Ul T (2.1)

It is interesting to note that in the author’s diploma work in 1967 there was generalization

of inequality (2.1) to higher dimensions, but since the expressions in d-dimensional case were
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too complicated and there was no hope to use such inequality for sums, this result remained
unpublished. Although in 1977 N.G. Gamkrelidze published d-dimensional analog of (2.1)(see
[11]), as it can be expected, nobody tried to apply this result to obtain the rate of convergence
in R%.

The next lemma is very simple, see , for example, [25].

Lemma 2.2 Let u;, t;,w;,z;, © > 1 b be any compler numbers. Then the following inequality
holds

n

\(lei—ﬂlwi)—q[lui—ﬂw)

=1

n i—1 n i—1 n
Z\zi—wiHsz H wl—Huk H vl‘—+—
=1

k=1 I=i+1 k=1 I=i+1

<

n

i—1 n
Z‘H“k"(%—wi)—(ui—w)!\ H vyl (2.2)

i=1 k=1 l=i+1

To estimate the quantity A, we apply Lemma 2.1 with F}, and G,, instead of F and G, respec-
tively. Then it is easy to see that in the nominator of the main integral on the right side of (2.1)

we have expression present on the left-hand side of (2.2) with

zi = filt), wi = fi((t1,0)) fi((0,t3)), wi = gi(t'), vi = gi((t1,0))gi((0,3)),
where ¢’ := (t],t}), t; = B, t;, i = 1,2. In the following lemmas we shall keep these notations.

Lemma 2.3 For any fired 0 < k < « there exists a constant ¢y, depending on x and on the
constant C, defined in (1.1) such that

K

AR
|2j — wj| < 01|t1t2!'{/23*],§- (2.3)
n

REMARK 2.1 Although C itself depends on k, we stress the dependence of ¢; on C’, since via

this dependence constant ¢; (and final constant C) tends to infinity when  tends to a.

Proof. 1t is easy to see that
25 — wi| < Jij + Jay,

where

Jij= ’//(exp(it'lml) — 1) (exp(ithzs) — 1)Fj(dxy,dxs)|,

Jog = (1 = £3((t1,0))) (1 = £;((0,25))].

Now we apply standard estimate

lexp(iz) — 1| < ¢(B)|z]®, 0<p <1, (2.4)

13



with an appropriate choice of § (for example, we set 51 = 2 = £/2), and we easily estimate
both terms J; ;, obtaining (2.3). The lemma is proved.
In the sequel I(A) will stand for the indicator of a set A.

Lemma 2.4 There exists a constant cy depending on k and C such that

vl o+ u?
(2 =) = (g = o) < ea((al7leel + ol oa o (25
n

Vs
+ (Jtata|"PI(r < 2) + [tate] (|72 + [t2| "2 I(r > 2)) é’r ) (2.5)

Proof. Simple considerations lead to the estimate
(25 — wj) = (uj —vj)| < K15 + Kaj, (2.6)

with

Kog =| [ [(explition) ~ Diexpityo) - 1)(F(do) - Gy(do)),

K5 = £i((t1,0)) — g;((#1, 0)II1 = £5((0, ) + |£5((0,22)) — g;((0, £5))[11 — g;((£1, 0))].

To estimate K ; in the case r < 2 we apply (2.4) with 51 = 2 = r/2 and another standard

inequality
|@12a|"? < 27 (2| + [aal").
Then we get
| /2 Vir
Kl,] § C‘tltg‘ Br . (27)
n

In the case r > 2 the estimate (2.4) is not applicable since /2 > 1. Now for z € R we can write
exp(iz) — 1 =iz + R(z), |Rx)| <cB)|z]?, 1<p<2 (2.8)

Applying this inequality with 8 = r — 1 and obvious inequality |a||b|"
< |a|**" + |b|'*", and remembering that

//a:lmg(Fj(dx) — Gj(dz)) =0,

we have

Ky = | [ [(it+ Rt ithes + R(tho) (F(de) - Gyda)
ORI
l/ir + l/ir
< cllallto™ + T ) g (2.9)

n

The quantity K5 ; contains only characteristic functions of marginal distributions (one ar-

gument always is 0), therefore noting that

/ 2|

/(Fj(d:cl,dacg)—Gj(dxl,da:g))’ g//\xly’“)Fj(dm)—Gj(dx)

14



and applying estimates from [19] and from previous lemma we easily get

1 2
[ o Ve
Koy < el el + ol |2y (<) (2.10)
n
From (2.6)-(2.10) we have (2.5). The lemma is proved.
Lemma 2.5 There exists a constant c3 such that
n
Ve | TL e T vl < explocalltl®pn + cslltll* By A0 (D)} (2.11)

k=1 m=j+1

Here and in the sequel t = t|[t||7!, t = (t1,t2).

Proof. From the definition of u; and vy we have

j—1
% —‘Huk Um‘ < eXp{—Bﬁa<Z)\?/ (t1z1 + toxo|* Tk (dz)
= m=j+1 k=1 Vi
Yy / (Jtra|* + 1ol (d)) ).
k=j+1

Since
|t1x1‘a + ‘tgl‘g’a‘ > c(a)]tla:l + tgnga

where c(a) = 1 for 0 < a < 1 and c(a) = 2179 for 1 < a < 2, thus, taking into account that
always c(a) < 1, we get

n
V; < expf—c(@) By 11" > (D)} (2.12)
kg
From (2.12) using definition of p, we easily get (2.11) with ¢3 = ¢(«). The lemma is proved.

3 Proofs

We start with the proof of Theorem 1.1 and Corollary 1.1. Note that in order to estimate A,
using Lemma 2.1 we must estimate differences of marginal d.fs. of F}, and G,,. These quantities

we estimate by means of Theorem 1 in [18]. We get
sup | Fy, (21, 00) — Gy (21, 00)| +sup | F (00, 29) — G (00, 29)| < emax(Ly, LY +Dyr/(r+1)) - (31)
1 x2

First we assume that
N < 2L,. (3.2)

We show that under assumption (3.2) for some 0 < x < « and for T} := CoL,,* py, "/ the following

[

estimate holds:
) = Gn(t) )y < cLpp; Tt (k). (3.3)

tltg
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This estimate together with (3.1) gives us

Ap < CLppy T/ %7 (1), (3.4)

with a constant C' depending on all fixed parameters and also on x (and unboundedly increasing

if k approaches its boundaries 0 or «).
To estimate the integral in (3.3), for ||t||cc < 71 we need to estimate the quantity

Antt) = 110 =500 = | (T[2~ [To) = (TTw~ [T

According to Lemma 2.2
An(t) < Il,n + IQ,na (35)

where

li[ ﬁ l_A Ukﬁvz

Iln—Z|Zz w'L|
n
Z\HWH (wi —o)l| T wl-
=1 k=1 =i

Let us denote

Then

i—1 n i—1 n

Wi= [z [I w-]]w [ vl=wWWv,

k=1 l=i+1 k=1 l=i+1

where
i—1 n i—1 n
Wi= |11z [I @& - []a [] @< W1+ Wi,
k=1 l=i+1 k=1 l=i+1

n

i—1 k-1 i—1
= 51‘\51@—%\7 Wia = Z ‘sz H W |[wn, — g

k=i+1 =1 j=1+1

=
L

Now, for |[t|jes < Ty < CoL; 1,
Jur| ™t < exp {AB, [tk (D)} < exp {(2'/2ComnLy ")} < e,

and the standard estimation of characteristic functions gives us the estimate

12 — ikl = lul Vg — el < By (1] ) + el ). (3.6)

From this estimate we have

2
26l < 1+ |2 — @l < exp {eB" (I v + 1t )}
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and
k—1

| 112l < exp {cLa(it]" + It2]")} (3.7)
=1

Similarly, for |[t||s < T1 < CoL;,, !, we get
loe] ™ < es
and, estimating marginal characteristic functions we have
i, — Tl = |o| " g — vl < By (1t "vi) + [tal i), (3.8)

Using the estimate |wy| < 1 + | — U] and (3.8) together with (3.7) we get for i < k

i—1 k—1
T12 I1 @] < exp{ceLn(ital” + [t2I")}. (3.9)
=1 j=i+l

Collecting estimates (3.6) -(3.9) we get
W; < cLu([t1]” + [t2]") exp {csLn(Jt1]” + t2]") }.

From (2.11), taking into account that, for ||t||cc < T1 < CoL; !, the term |[¢]]% By “A$v;(t) is

bounded by a constant (see the estimation of |vg| =t or |ug|™!), we have

Wi < cLn(|ta]” + [t2]") exp { — c3l[t]|pn + coLn(t1]” + [t2]") }
< cLp(ta]" + [t exp { — esl[tl]|*pn(1 — er Lo T{ " “py ) - (3.10)

Without loss of generality we can assume that
an;(r—ﬁ—n)/a < 1’

otherwise (3.4) will be true with C' > 1. Then it is easy to see that it is possible to choose Cj

such small that
07Lan_°‘p;1 < C7cg—aL7ll—r+apT—L1+(r+n)(r—a)a—1 < C7cg—ocp;1+(r+n(1fr+a))a_1 <1/2,
since p, < 1 and the exponent at p,, is positive. Then from (3.10) we obtain
Wi < cLu(tl” + 2] exp { — (ca/2) 11100}

and, combining with the estimate (2.3), we get

T < eltital ™2 La(la]" + 2l exp { — (ca/2) 1] pn } 7). (3.11)
Now we estimate I, = > 1 1 Vi|(zi — w;) — (u; — v;)|. From lemmas 2.4 and 2.5 we have

Ly < c(]tltng/QI(r < 2) + |tata|(J |72 + [t D) I(r > 2)

+ (a2l + |t2|T|t1|”)772) Ly exp { — cs[t]|pn}- (3.12)
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Collecting estimates (3.5), (3.11) and (3.12) and taking into account that
[e.e]
/ s? exp(—s®b)ds = c(d, o)~ D/
0

we get (3.3), and therefore (3.4) is proved.
Now we assume that
i > 2L, (3.13)

Weset T =T5 := COL;”(T“)ngr/(”l)pﬁ"*“)/“ in Lemma 2.1 and we shall prove that

n

An < C‘vL%l—n)/(r—H)n /(7”-i-1)pT—L7"’/047_”‘(/{)7 (3_14)

where 1’ = r + k. Note, that Cy and C' may be different from corresponding constants obtained
in the case (3.2), but in the final estimate we can take bigger C. This case is a little bit more
complicated, although the scheme of estimation is the same. We start with the same estimate

(3.5). To estimate I, we denote

= ~=1 - ~—1 = e ~—1
2k = Uy, WE = WEV, , U = Ul , Vg = VU, -,

where \ \ \
k -1 N k k -1
U, = gk (t gxﬁa ) O = gk ((th 0); B*XZM ) k((07t2)§ Fﬂxﬁa )
Here xp, = Ly /0n, = «a/(r + 1) and in the notation of ch.f. of stable vector we skip a and

I'y, and leave only the argument and scale parameter. Since, according to (3.13), x, < 1/2, it is

easy to see that

We can write

i—1 n i—1 n o
WZ :) 2k H w; — U H Ul‘ :Wi 79 (3.15)
k=1 l=i+1 k=1 l=i+1
where
n
Wz—’HZk H w; — Huk Ul’<W11+W12, (3.16)
k=1 l=i+1 k=1 l=i+1
k—1
11—Z‘Hzl‘]2k—ukl‘ H ul H (3.17)
= I=k+1 m=i+1
n
Wi = Z ‘Hzl H w]‘|wk—vkl’ (3.18)
k=i+1 1=1 j=i+1 m=k+1
and
i—1 n
1‘4-::‘ iy [[ om|- (3.19)
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Note that for ||t||cc < T2 we have
@l < exp (AZBO XA} < exp {2925 < ¢ (3.20)

and, similarly,

EA—
Using these estimates, similarly to (3.6) and (3.8), we have
_ _ A = — 1 2
12— ] = [~ o — ] < B (1) + v, (3.21)
_ _ ~ | — — 1 2
@y, — ] = 6]k — vkl < eBy ([t ) + [t v, (3.22)

From (3.21) and (3.22), similarly to (3.7), (3.9), we easily get

max max { ‘Hzl H Wj H vm‘ ZI w; vm‘}
=1 j=i+l m=k+1 =1 j=k+1 m=i+1
< exp{esLn(|t1]" + [t2]")}. (3.23)
In the same way as in Lemma 2.5, using (3.20), we estimate V;:
Vi < croexp{—col[t]|*pnx;n }- (3.24)

Collecting estimates (3.15)- (3.19), (3.21)-(3.24) we get

<j [

— Vk,
WiVi < eny It expfesLalltll} — ol 1pnxit}
k#i T

< cuLalltly exp{=collt]|*pnxi (1 = cr2La Ty~ py xi )},

If we prove that
M := cio L, T3 “p it < 1/2, (3.25)

then we will get
Wi < cu [t Lo exp{—(co/2)||(s, )[|* X7 }-

Combining this estimate with (2.3) we obtain
L < cltuto]™[[6]]" Luma (k) exp{—(ca/2)l[t]| pnxi }- (3.26)

It is easy to see that

1 o — fr (r+r)p—«
M < reerByC B = =—\ D=-—-"—7— =r—a.
CIQC nnpn7 T+17 C T+1 ) o ) 6 r «

Since all three quantities Ly, n, and p, are less than 1, (3.25) holds if C > 0, D > 0 and Cj is

chosen sufficiently small. Thus, we need to consider the cases where C' < 0 or D < 0 (it is easy
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to see that they both can not be negative). Let C' < 0, that is § > «/r, then D > 0, and since

in this case B > —C, we have

LB L
LBnn Pn = n_ncpg = (l) LB+Cpn < 17
n

Tin
and (3.25) holds. If D < 0, that is 8 < a/(r + k), then C > 0 and we may assume that

LA/ 40 (1) oo <

otherwise (3.14) will be true with C' > 1. From this assumption we have

1—k) a
1 < By B :—L Ci=——
Pn =Ly M 1 (7" 1 ’I”—|—1’

therefore
LEnSpl = LEnS (0,")" P < LEPnS>, By=B-BiD, Cy=C—CiD.

It is not difficult to verify that in this case By > 0, Cy > 0, thus (3.25) holds, too. (3.26) is
proved.
For the estimation of I, we can not use estimate (2.11) since in the interval ||t||oc < T5 we

can not estimate the positive term in the exponent. Therefore we write

Vi [Tl 11 vm|_mlukm o

k=1 m=i+1 j+1

and remembering that |a;| <1, |0g| <1, from (3.24) we get
Vi < croexp{—clltl|* prxin }- (3.27)
Combining (2.5) and (3.27) we get
Ly < ctital 2 < 2) + |t (16772 + L2 721 (r > 2)
+ (] [e2]™ + [2]"[ta|")ny) L exp { — col [t puxin }- (3.28)

The rest of the proof of (3.14) is similar to the first case: from (3.26) and (3.28) integrating and
using (3.13) we get

/ / ‘dt < e(Lnlpuxa) ™" (0 + 7)) + Lu(pax) ™)
<L o () o D )
< LU/ D[ ) p—r'/ar (1), (3.29)

Since the bound (3.1) for marginal d.fs. and the quantity T{l are smaller than the bound
obtained in (3.29), from (3.29) we obtain (3.14). To finish the proof of the theorem we must
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choose the parameter k. First of all, let us note that constants which depend on x unboundedly
increase if k approaches its boundaries 0 or « (see, for example (1.1)). Therefore, it is natural
to take two fixed small positive quantities €; and e and to take minimum of the obtained
estimates with respect to k over the interval £; < k < (1 — £2). Note that this choice can be
made separately in each case (1, > 2L, or n, < 2L,) and in this way we get (1.2). If we choose
the parameter x the same in both cases and take at first maximum between two terms and only
then take minimum, we get (1.3) and (1.4) from Corollary 1.1. Theorem 1.1 and Corollary 1.1
are proved.

The estimates of Corollary 1.2 are derived from the estimates of Corollary 1.1 (it is not
difficult to get more general estimate from (1.2)), it is sufficient to note that in the case of
weighted sums we have

LS) = Ta(7)r, Pg) =p

and 7,(k) and 7, remain unchanged. For a proof of Corollary 1.3 note that if \; = 1 then
(k) = n(@=%)/® and 5, = n=1/*. Corollaries 1.2 and 1.3 are proved.

It remains to prove Proposition 1.1. As it was mentioned before the formulation of this
proposition, we can not directly apply any of corollaries, therefore we must check all the steps
of the proof of the main result. Since most of this checking is routine, we shall point only
main points. A reader probably noticed that all characteristics involved in estimates (1.15) and
(1.16) contain coefficients of the sum Sa, only up to n. It is easy to see that one dimensional
characteristics Lgi), néi), 7'2(2) for the second coordinate defined by coefficients ba, ;, —00 <@ < 2n
due to the equality (1.14) coincide with the corresponding characteristics defined by by, ;, —00 <

1 < n. It is not so evident why ﬁ,({%) does not depend on by, ;, n < ¢ < 2n. The explanation is as

follows. The characteristic ,6513) appears when estimating A, (¢) from (3.5). The quantities Iy
and I, are expressed as sums ) ., , but due to the structure of summands for n < ¢ < 2n
we have z; = w; and u; = v;. Th;}refore all terms with indices in the range n < ¢ < 2n in
the above mentioned sums vanish and in the estimation of I, and I3, it remains only sums
> i<n» therefore the characteristic @(13) depends only on (by, 4, bap i), ¢ < n. Since the choice of
T;, = 1,2 is based on the estimation of A, (¢), in the final estimate we get p,. Calculating
pseudomoments one must keep in mind that the distributions of & and 6; are concentrated on

line 29 = kxy with k = b;;bgm;. Also in the proof of Lemmas 2.3-2.5 one must remember that
bni| = bon.il.
I?Sa;( ‘ n,z| ?Sl%ﬁ ‘ 2n,z‘

Thus, taking into account these remarks, one can carry the proof of Proposition 1.1.
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